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Abstract
In this paper, we provide a characterization of the expected value of submodular set functions with
pairwise independent random input. The set of pairwise independent (uncorrelated) probability
distributions contains the mutually independent distribution and is contained within the set of ar-
bitrarily dependent (correlated) distributions. We study the ratio of the maximum expected value
of a function with arbitrary dependence among the random input with given marginal probabilities
to the maximum expected value of the function with pairwise independent random input with the
same marginal probabilities. The definition of the ratio is inspired from the “correlation gap” ra-
tio of Agrawal et al. (2012) and Calinescu et al. (2007). Our results show that for any monotone
submodular set function defined on n variables, the ratio is bounded from above by 4/3 in the fol-
lowing cases: (a) for small n (specifically n = 2, 3) with general marginal probabilities, and (b) for
general n with small marginal probabilities. The bound is tight in cases (a) and (b). This contrasts
with the e/(e− 1) bound on the correlation gap ratio for monotone submodular set functions with
mutually independent random input which is known to be tight in case (b). Our results illustrate a
fundamental difference in the behavior of submodular functions with weaker notions of indepen-
dence. We discuss an application in distributionally robust optimization and end the paper with a
conjecture.
Keywords: submodularity, pairwise independence, correlation gap, distributionally robust opti-
mization

1. Introduction

Submodular set functions play an important role in machine learning problems (Bach, 2013; Krause
and Jegelka, 2013). An important notion which describes the behavior of these functions under
random input is the “correlation gap”, which was introduced in Agrawal et al. (2012), building on
the work of Calinescu et al. (2007). The correlation gap is defined as the ratio of the maximum
expected value of a set function with arbitrary dependence among the random input with fixed
marginal probabilities to the expected value of the function with mutually independent random
input with the same marginal probabilities. The key result in this area is that for any monotone
submodular set function, the correlation gap is always bounded from above by e/(e − 1) ≈ 1.582
and this bound is tight (Calinescu et al., 2007; Agrawal et al., 2012). This result has been applied
in many settings including content resolution schemes (Chekuri et al., 2014; Feldman et al., 2021),
mechanism design (Chawla et al., 2010; Yan, 2011), combinatorial prophet inequalities (Rubinstein
and Singla, 2017; Chekuri and Livanos, 2021) and distributionally robust optimization (Agrawal
et al., 2012; Staib et al., 2019). In this paper, we introduce a modification of the notion of correlation
gap to set functions with pairwise independent random input and derive a new bound of 4/3 for
monotone submodular set functions in several cases. This adds to a recent result in Ramachandra
and Natarajan (2021) where the bound was identified for a specific set function.
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SUBMODULARITY AND PAIRWISE INDEPENDENCE

1.1. Preliminaries

Let [n] = {1, 2, . . . , n} be the ground set and f : 2[n] → R+ be a nonnegative set function.
The function f is submodular if f(S) + f(T ) ≥ f(S ∩ T ) + f(S ∪ T ) for all S, T ⊆ [n] or
equivalently f(S ∪ {i}) − f(S) ≥ f(T ∪ {i}) − f(T ) for all S ⊆ T ⊆ [n], i /∈ T . We let
f(i|S) = f(S ∪ {i}) − f(S) denote the marginal contribution of adding i to S. The function f is
monotone if f(S) ≤ f(T ) for all S ⊆ T ⊆ [n]. The multilinear extension of f is defined for any
x ∈ [0, 1]n as:

F (x) =
∑
S⊆[n]

f(S)
∏
i∈S

xi
∏
i/∈S

(1− xi), (1)

and is simply the expected value of the set function where each input i ∈ [n] is selected with prob-
ability xi independently. The concave closure of f is defined for any x ∈ [0, 1]n as the maximum
expected value of the set function over all joint distributions of the random input where each i ∈ [n]
is selected with probability xi. It is computed as the optimal value of the following primal-dual pair
of linear programs:

f+(x) = max
∑
S

θ(S)f(S) = min
∑
i∈[n]

λixi + λ0

s.t
∑
S

θ(S) = 1, s.t.
∑
i∈S

λi + λ0 ≥ f(S), ∀S ⊆ [n].∑
S:S3i

θ(S) = xi, ∀i ∈ [n],

θ(S) ≥ 0, ∀S ⊆ [n],

(2)

Both F : [0, 1]n → R+ and f+ : [0, 1]n → R+ define continuous extensions of the set function
f : 2[n] → R+. The functions satisfy f(S) = F (1S) = f+(1S) for all S ⊆ [n] where 1S denotes
the indicator vector of the set S. The correlation gap is defined as the ratio f+(x)/F (x) where we
define 0/0 = 1.

Theorem 1 [Calinescu et al. (2011); Agrawal et al. (2012)] For any monotone submodular func-
tion f : 2[n] → R+ and any x ∈ [0, 1]n, f+(x)/F (x) ≤ e/(e − 1). The upper bound is tight for
f(S) = min(|S|, 1) and x = (1/n, . . . , 1/n) as n ↑ ∞.

Even for n = 2, violating the assumption of either monotonicity or submodularity might make
the correlation gap unbounded (see Appendix A.1 for examples). Another important extension of
submodular functions is the convex closure (denoted by f−(x)) where we minimize over the θ(S)
variables in (2), rather than maximize. We focus only on F (x) and f+(x) in this paper.

2. Set functions with pairwise independent random inputs

2.1. Pairwise independence

Given a Bernoulli random vector c̃ = (c̃1, . . . , c̃n), mutual independence is defined by the condition
P(c̃i = ci,∀i ∈ [n]) =

∏n
i=1 P(c̃i = ci) for all c ∈ {0, 1}n. Pairwise independence is a weaker

notion of independence where only pairs of random variables are independent. It is defined by the
condition P(c̃i = ci, c̃j = cj) = P(c̃i = ci)P(c̃j = cj) for all (ci, cj) ∈ {0, 1}2, i 6= j. While
mutual independence implies pairwise independence, the reverse is not true (Bernstein, 1946). For
example, consider a distribution on three random variables that assigns a probability of 1/4 to each
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of the scenarios (0, 0, 1), (0, 1, 0), (1, 0, 0) and (1, 1, 1). The three random variables are pairwise
independent but not mutually independent. Another pairwise independent distribution that has the
same marginal probabilities of (1/2, 1/2, 1/2) is given by the scenarios (0, 0, 0), (0, 1, 1), (1, 0, 1)
and (1, 1, 0), each occurring with a probability of 1/4. For general n, constructions of pairwise
independent random variables can be found in the works of Geisser and Mantel (1962), Karloff and
Mansour (1994) and Koller and Meggido (1994).

2.2. Applications of pairwise independence

One of the motivations for studying constructions of pairwise independent random variables is that
there is always a joint distribution that has a low cardinality support (polynomial in n), in contrast to
mutual independence (exponential in n). The low cardinality of the distribution has important rami-
fications in efficiently derandomizing algorithms for combinatorial optimization problems (Wigder-
son, 1994; Luby and Wigderson, 2005). Pairwise independence is useful in modeling situations
where the underlying randomness has zero or close to zero correlations but complex higher-order
dependencies. Such behavior has been experimentally observed in cortical neurons in Schneidman
et al. (2006), where weak correlations between pairs of neurons coexist with strong collective be-
haviour of the joint response of multiple neurons and approximations based on the assumption of
mutual independence are weak.

2.3. A new continuous extension

Inspired by the definition of the concave closure and to characterize the behavior of set functions
with pairwise independent random inputs, we consider the following continuous extension of a set
function.

Definition 2 The maximum expected value of a set function f over all pairwise independent dis-
tributions of the random input where each i ∈ [n] is selected with probability xi is computed as the
optimal value of the following primal-dual pair of linear programs:

f++(x) = max
∑
S

θ(S)f(S) = min
∑

i<j∈[n]

λijxixj +
∑
i∈[n]

λixi + λ0

s.t
∑
S

θ(S) = 1, s.t.
∑
i<j∈S

λij +
∑
i∈S

λi + λ0 ≥ f(S),∑
S:S3i

θ(S) = xi, ∀i ∈ [n], ∀S ⊆ [n].∑
S:S3i,j

θ(S) = xixj , ∀i < j ∈ [n],

θ(S) ≥ 0, ∀S ⊆ [n],
(3)

where f++(x) is referred to as the upper pairwise independent extension. We define the pairwise
independent correlation gap as the ratio f+(x)/f++(x).

Clearly f(S) = f++(1S) for all S ⊆ [n]. Instead of maximizing, if we minimize over the θ(S)
variables in (3), we obtain a lower pairwise independent extension (denoted by f−−(x)). In this
paper, we only focus on analyzing f++(x) for monotone submodular functions and its relation to
f+(x) and F (x). Clearly, F (x) ≤ f++(x) ≤ f+(x) and hence f+(x)/f++(x) ≤ f+(x)/F (x).
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Our results show that for monotone submodular set functions in several cases, the maximum pos-
sible value which the ratio f+(x)/f++(x) takes is provably smaller than the maximum possible
value of the ratio f+(x)/F (x) and we conjecture this to hold more generally. We next discuss
applications and some recent related work.

2.4. Applications and related work

1. Distributionally robust optimization: Using Theorem 1, one can show that the loss in perfor-
mance by using this approach is bounded by a constant factor for specific optimization problems
even if the true joint distribution is not independent (Agrawal et al., 2012). In some instances, the
distributionally robust optimization problem given only the marginal distributions of the random
variables is itself solvable in polynomial time (Meilijson and Nádas, 1979; Bertsimas et al., 2004;
Mak et al., 2015; Chen et al., 2022). For example, given nonnegative weights c1, . . . , cn and a set
Y ⊆ {0, 1}n, the deterministic k-sum combinatorial optimization problem for a fixed k ∈ [n] is
formulated as:

min
y∈Y⊆{0,1}n

max
S⊆[n]:|S|≤k

∑
i∈S

ciyi.

For k = 1, this reduces to a bottleneck combinatorial optimization problem. Suppose the weights
c̃i are random where c̃i = ci with probability xi and c̃i = 0 with probability 1 − xi. Define the set
function:

fy(S) = max
T⊆S,|T |≤k

∑
i∈T

ciyi, ∀S ⊆ [n].

For a fixed y ∈ Y ⊆ {0, 1}n, the function fy : 2[n] → R+ is a monotone submodular function
and the corresponding value of the concave closure f+

y (x) (worst-case expected cost with given
marginals) is computable in polynomial time (Calinescu et al., 2007; Natarajan, 2021). The distri-
butionally robust k-sum combinatorial optimization problem is then formulated as:

min
y∈Y⊆{0,1}n

f+
y (x).

The optimal solution for this problem (denoted by y+) can be found in polynomial time under the
assumption that optimizing a linear function over Y is possible in polynomial time. If the random
weights are mutually independent, the stochastic optimization problem is formulated as:

min
y∈Y⊆{0,1}n

Fy(x).

Using Theorem 1, we obtain a e/(e − 1) approximation algorithm for the stochastic optimization
problem since:

Fy+(x) ≤ f+
y+(x) = min

y∈Y⊆{0,1}n
f+
y (x) ≤ (e/(e− 1)) min

y∈Y⊆{0,1}n
Fy(x).

Now suppose the random weights are pairwise independent. The distributionally robust k-sum com-
binatorial optimization problem given a fixed marginal probability vector x and assuming pairwise
independence is formulated as:

min
y∈Y⊆{0,1}n

f++
y (x).

4



SUBMODULARITY AND PAIRWISE INDEPENDENCE

We then obtain a 4/3 approximation algorithm for this problem in the following two cases: (a) for
k = 1 and general values of x, and (b) for general k and small values of x. Specifically:

min
y∈Y⊆{0,1}n

f++
y (x) ≤ f++

y+ (x) ≤ 4/3 min
y∈Y⊆{0,1}n

f++
y (x).

The precise conditions on the marginal probabilities under which the approximation guarantee in
case (b) holds is provided in Theorems 9 and 10. Thus we obtain improved approximation guar-
antees for a class of distributionally robust optimization problems where only weaker notions of
independence are assumed to hold.

2. Properties of the continuous relaxation of the weighted coverage function: Let w1, . . . , wm
denote nonnegative weights and T1, . . . , Tn be subsets of [m]. The weighted coverage function
f : 2[n] → R+ is defined by f(S) =

∑
j∈∪i∈STi

wj . For each j ∈ [m], let Uj = {i ∈ [n] | j ∈ Ti}
represent the subsets that cover j. The multilinear extension for any x ∈ [0, 1]n is given by:

F (x) =

m∑
j=1

wjP(j is covered by some Ti) =

m∑
j=1

wj(1−
∏
i∈Uj

(1− xi)).

An upper bound on F (x) is obtained by using the concave closure for each individual term:

F (x) ≤
m∑
j=1

wjf
+
j (x) where f+

j (x) = min(1,
∑
i∈Uj

xi).

The upper bound can maximized efficiently over a polytope P ⊆ [0, 1]n in polynomial time using
linear optimization or subgradient methods (Calinescu et al., 2011; Karimi et al., 2017) to obtain an
optimal solution x+. Theorem 1 ensures F (x+) ≥ (1− 1/e) maxx∈P⊆[0,1]n F (x). In prior work,
pipage rounding has been applied to x+ to find good solutions to the deterministic combinatorial
optimization problem while preserving the quality of the approximation in expectation (Karimi
et al., 2017). In fact, the solution x+ possesses an additional performance guarantee, namely if we
use the upper pairwise independent extension for each individual term then

∑m
j=1wjf

++
j (x+) ≥

3/4
∑m

j=1wj maxx∈P⊆[0,1]n f
++
j (x).

Next, we discuss a recent result where a tight closed form upper bound was developed for pairwise
independent random variables for a specific monotone submodular function.

Theorem 3 [(Ramachandra and Natarajan, 2021)] For f(S) = min(|S|, 1) and any x ∈ [0, 1]n,
f++(x) = min(1,

∑n
i=1 xi(1−maxi∈[n] xi) + maxi∈[n] x

2
i ). In this case, f+(x)/f++(x) ≤ 4/3

and the upper bound is tight for
∑n

i=1 xi = 1 and maxi∈[n] xi = 1/2.

For the function f(S) = min(|S|, 1), the ratio f+(x)/F (x) attains the e/(e − 1) upper bound
for specific values of x and n (see Theorem 1). Theorem 3 shows that in contrast, the ratio
f+(x)/f++(x) is provably smaller in the worst-case for this specific function. In Appendix A.2,
we show that the related ratio of f++(x)/F (x) in the worst-case can be as large as the original
e/(e−1) bound. It is hence a natural question to ask if the bound of 4/3 on the ratio f+(x)/f++(x)
generalizes to other monotone submodular functions. In the next two sections, we show that this
is true for all monotone submodular functions in two cases: (a) small n (specifically n = 2 and 3)
with general marginal probabilities, and (b) general n with small marginal probabilities. We discuss
some of the technical challenges that arise in the analysis of the pairwise independent correlation
gap next.
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2.5. Technical challenges

Without loss of generality, assume f(∅) = 0 and f([n]) = 1 since translating and scaling the func-
tion by defining g(S) = (f(S)−f(∅))/(f([n])−f(∅)) preserves monotonicity and submodularity.
Define the set of functions of interest as follows:

Fn = {f : 2[n] → R+ | f is monotone submodular, f(∅) = 0, f([n]) = 1}. (4)

Computing f+(x) and f++(x) for a given x ∈ [0, 1]n and an arbitrary function f ∈ Fn are NP-
hard (see Appendix A.3). In particular, the analysis of the ratio is challenging since the optimal
probability distributions which attain the values f+(x) and f++(x) are not oblivious to the choice
of the function f ∈ Fn. This is in contrast to the multilinear extension F (x) and the convex closure
f−(x) (Dughmi, 2009). Table 1 provides an example of two such functions f1, f2 ∈ F3 where the
optimal distributions θ+

∗ (S) and θ++
∗ (S) that attain the values f+(x) and f++(x) change from f1

to f2. This makes the analysis challenging since the optimal distributions in the numerator and the
denominator of the ratio f+(x)/f++(x) are sensitive to the choice of f ∈ Fn.

Table 1: Optimal distributions change with the function for (x1, x2, x3) = (1/2, 1/2, 1/2).
S f1(S) θ+

∗ (S) θ++
∗ (S) f2(S) θ+

∗ (S) θ++
∗ (S)

∅ 0 0 0 0 0 1/4
{1} 1/3 0 1/4 1/3 0 0
{2} 1/2 0 1/4 1/2 1/2 0
{3} 3/5 1/2 1/4 1/2 0 0
{1, 2} 3/4 1/2 0 3/4 0 1/4
{1, 3} 4/5 0 0 4/5 1/2 1/4
{2, 3} 5/6 0 0 5/6 0 1/4
{1, 2, 3} 1 0 1/4 1 0 0
f+(x) - 27/40 - - 13/20 -
f++(x) - - 73/120 - - 143/240

3. Upper bound for small n, general x

Our technique of analysis for small values of n is based on explicitly partitioning the probability
space into v regions given by [0, 1]n = R1 ∪ R2 ∪ · · · ∪ Rv, such that for each region, we are
able to compute f+(x) and f++(x) or else approximate it well enough to prove the bound. For
n = 2, it is straightforward to find v = 2 regions such that the probability distributions which
attain the bound f+(x) in each of these regions are oblivious to the particular f ∈ F2. This is
because the worst-case distribution is given by two perfectly negatively dependent random variables
arising from the intrinsic connection between submodular functions and substitutability (Topkis,
1998). Furthermore for n = 2, f++(x) is simply F (x) and hence f+(x)/f++(x) is exactly the
original correlation gap. For n = 3, the problem is significantly more challenging since pairwise
independence is no longer equivalent to mutual independence. Perfect negative dependence among
three or more random variables is also not well defined (Joe, 1997) and developing a theory of
negative dependence has been a topic of intense research over the past two decades (Pemantle,
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2000; Borcea et al., 2009). As illustrated in Table 1, computing f++(x) and f+(x) is not oblivious
to the choice of f ∈ F3. Furthermore, for the function f1, inputs 1 and 2 are perfectly negatively
dependent to input 3, making 1 and 2 perfectly positively dependent. To overcome the challenge
in characterizing the optimal distributions, we partition the probability space [0, 1]3 into v = 5
regions. In each region, we compute valid lower bounds on f++(x) by generating feasible pairwise
independent distributions for the primal linear program in (3) and valid upper bounds on f+(x) by
generating feasible solutions for the dual linear program in (2). While these solutions are not always
optimal, they turn out to be sufficient to prove the 4/3 bound. The n = 3 case is important since it
illustrates a fundamental difference in the behavior of the ratios f+(x)/F (x) and f+(x)/f++(x)
for monotone, submodular functions that is explained by the difference in pairwise and mutual
independence (Bernstein, 1946). We next provide a characterization of the set of extremal monotone
submodular functions for n = 2 and 3 and two key inequalities which are used in the proofs.

3.1. Extremal monotone submodular functions and two key ineuqalities

The set Fn in (4) is polytope contained in [0, 1]2
n

. The extreme points of this polytope define
extremal monotone submodular functions and are characterized in the lemma below for n = 2 and
3 (Shapley, 1971; Rosenmuller and Weidner, 1974; Kashiwabara, 2000).

Lemma 4 The extremal set functions in F2 are given by E(F2) = {e1, e2, e3} where:

e1 = (0, 1, 0, 1), e2 = (0, 0, 1, 1), e3 = (0, 1, 1, 1),

with the entries of the vector denoting the values (f(∅), f(1), f(2), f(1, 2)). The extremal set func-
tions in F3 are given by E(F3) = {E1, E2, E3, E4, E5, E6, E7, E8} where:

E1 = (0, 1, 0, 0, 1, 1, 0, 1), E2 = (0, 0, 1, 0, 1, 0, 1, 1), E3 = (0, 0, 0, 1, 0, 1, 1, 1), E4 = (0, 1, 1, 0, 1, 1, 1, 1),
E5 = (0, 1, 0, 1, 1, 1, 1, 1), E6 = (0, 0, 1, 1, 1, 1, 1, 1), E7 = (0, 1, 1, 1, 1, 1, 1, 1), E8 = (0, 1

2 ,
1
2 ,

1
2 , 1, 1, 1, 1),

with the entries of the vector denoting the values (f(∅), f(1), f(2), f(3), f(1, 2), f(1, 3), f(2, 3),
f(1, 2, 3)). In addition, the extreme points of the polytopes F1

3 = F3 ∩ {f |f(1) + f(2, 3) ≥
f(2) + f(1, 3), f(1) + f(2, 3) ≥ f(3) + f(1, 2)} are given by E(F1

3 ) = E(F3)\{E6}, the extreme
points of F2

3 = F3 ∩ {f |f(2) + f(1, 3) ≥ f(1) + f(2, 3), f(2) + f(1, 3) ≥ f(3) + f(1, 2)}
are given by E(F2

3 ) = E(F3)\{E5} and the extreme points of F3
3 = F3 ∩ {f |f(3) + f(1, 2) ≥

f(1) + f(2, 3), f(3) + f(1, 2) ≥ f(2) + f(1, 3)} are given by E(F3
3 ) = E(F3)\{E4}.

Proof See Appendix A.4.

The following two inequalities (see Appendix A.5) are used in the proofs:

(I1) α+ β − 4αβ ≥ 0, ∀α, β ∈ [0, 1], α+ β ≤ 1
(I2) 4α+ 4β − 4αβ − 3 ≥ 0, ∀α, β ∈ [0, 1], α+ β ≥ 1.

(5)

3.2. Main results for n = 2 and n = 3

Theorem 5 For any monotone submodular function f : 2[2] → R+ and any x ∈ [0, 1]2:

f+(x)/f++(x) ≤ 4/3.
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Proof For n = 2, f++(x) = F (x) and the proof simply reduces to showing the original correlation
gap is itself upper bounded by 4/3. Here F (x) = x1(1 − x2)f(1) + x2(1 − x1)f(2) + x1x2. It
is straightforward to find f+(x) in closed form based on a partition of the probabilities into v = 2
regions (see Figure 1). Table 2 provides the distributions θ+

1,∗(S) and θ+
2,∗(S) for the primal linear

program (2) that are optimal in regions R1 and R2 respectively. Here the optimal distributions
are oblivious to the specific choice of f ∈ F2. The optimality can be verified by observing that
(λ0, λ1, λ2) = (0, f(1), f(2)) is dual feasible in region R1, (λ0, λ1, λ2) = (f(1) + f(2) − 1, 1 −
f(2), 1−f(1)) is dual feasible in regionR2 and the dual objective values match the primal objective
values for θ+

1,∗(S) and θ+
2,∗(S) in these regions respectively. Let δ = 4F (x)−3f+(x). For x1+x2 ≤

1 (region R1), f+(x) = x1f(1) + x2f(2). In this case δ = x1f(1) + x2f(2) + 4x1x2(1− f(1)−
f(2)). The minimum value of this expression over all functions in F2 is attained at one of the
extremal set functions e1, e2 or e3. This gives the expression δ = min(x1, x2, x1 + x2 − 4x1x2).
Using the inequality I1, we get the desired result in R1. For x1 + x2 > 1 (region R2), f+(x) =
(1−x2)f(1)+(1−x1)f(2)+x1 +x2−1. In this case, δ = (4x1 +3x2−4x1x2−3)f(1)+(3x1 +
4x2 − 4x1x2 − 3)f(2) + 4x1x2 − 3x1 − 3x2 + 3. The minimum value of this expression over all
functions inF2 is attained at one of the extremal set functions e1, e2 or e3 which gives the expression
δ = min(x1, x2, 4x1 + 4x2 − 4x1x2 − 3). Using the inequality I2, we get the desired result in R2.

x ∈ [0, 1]2

x1 + x2 ≤ 1

R1

x1 + x2 > 1

R2

Figure 1: Partition of [0, 1]2 into v = 2 regions

Table 2: Optimal distributions that attain f+(x)
S θ+1,∗(S) θ+2,∗(S)

∅ 1− x1 − x2 0
{1} x1 1− x2
{2} x2 1− x1
{1, 2} 0 x1 + x2 − 1
Region R1 R2

Theorem 5 shows that for all monotone submodular functions defined on two variables:

f+(x)/f++(x) = f+(x)/F (x) ≤ 4/3.

The bound is tight (simply choose f(S) = min(|S|, 1) and (x1, x2) = (1/2, 1/2)). Our next
theorem shows that this bound holds even for n = 3 where pairwise independence and mutual
independence are different.

Theorem 6 For any monotone submodular function f : 2[3] → R+ and any x ∈ [0, 1]3:

f+(x)/f++(x) ≤ 4/3.

Proof The proof is based on finding lower bounds on f++(x) (denoted by f++(x)) and upper

bounds on f+(x) (denoted by f
+

(x)). Our choice of bounds verify the inequality 4f++(x) −
3f

+
(x) ≥ 0 for all f ∈ F3 which in turn guarantee 4f++(x)−3f+(x) ≥ 0 for all f ∈ F3. To find

the bounds, we partition the space [0, 1]3 of all possible marginal probabilities into regions where
f++(x) and f

+
(x) are linear in the function values f . This is useful since we can then verify the

inequality 4f++(x) − 3f
+

(x) ≥ 0 for all functions in F3 by simply verifying it for the extremal
set functions in F3. We outline the construction of the bounds and the main steps of the proof next
(the omitted parts are provided in the appendix).
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x ∈ [0, 1]3

x1 + x2 ≤ 1

x1+x2+x3 ≤ 1

R1

x1+x2+x3 > 1

x1 + x3 ≤ 1 x1 + x3 > 1

R4

x2 + x3 ≤ 1

R2

x2 + x3 > 1

R3

x1 + x2 > 1

R5

Figure 2: Partition of [0, 1]3 into v = 5 regions

Table 3: Pairwise independent distributions.
S θ++

1 (S) θ++
2 (S)

∅ (1− x3)(1− x1 − x2) (1− x2)(1− x3)
{1} x1(1− x3) 0
{2} x2(1− x3) (1− x3)(x2 − x1)
{3} x3(1− x1 − x2) + x1x2 (1− x2)(x3 − x1)
{1, 2} 0 x1(1− x3)
{1, 3} x1(x3 − x2) x1(1− x2)
{2, 3} x2(x3 − x1) x2x3 − x1(x2 + x3 − 1)
{1, 2, 3} x1x2 x1(x2 + x3 − 1)
REGION R1 TO R4 R5

1. We partition [0, 1]3 into v = 5 regions as follows: Sort the marginal probabilities (x1, x2, x3)
in increasing value such that 0 ≤ x1 ≤ x2 ≤ x3 ≤ 1. Then x1 + x2 ≤ x1 + x3 ≤ x2 + x3 ≤
x1 + x2 + x3. Divide [0, 1]3 based on the relative position of the number 1 among these sums (see
Figure 2). For example region R2 is defined by x2 + x3 ≤ 1 < x1 + x2 + x3. In each of these
regions, we generate primal feasible distributions to find lower bounds for f++(x) and dual feasible
solutions to find upper bounds for f+(x).

2. We evaluate f++(x) by considering two pairwise independent feasible distributions for the pri-
mal linear program in (3) (see Table 3). It is easy to verify the probability distribution θ++

1 is
feasible if x1 + x2 ≤ 1 (in regions R1 to R4). Similarly it is easy to verify the probability distri-
bution θ++

2 is feasible if x1 + x2 > 1. The set of all pairwise independent distributions for three
Bernoulli random variables is completely characterized in Derriennic and Kłopotowski (2000). For
our purposes, these two distributions suffice.

3. We evaluate f
+

(x) by creating feasible solutions for the dual linear program in (2). For region
R1 (small probabilities), we use the dual feasible solution (λ0, λ1, λ2, λ3) = (0, f(1), f(2), f(3))

which gives the upper bound f
+

(x) = x1f(1) + x2f(2) + x3f(3). For region R5 (large proba-
bilities), we use the dual feasible solution (λ0, λ1, λ2, λ3) = (f(1, 2) + f(1, 3) + f(2, 3) − 2, 1 −
f(2, 3), 1− f(1, 3), 1− f(1, 2)) which gives the upper bound f

+
(x) = x1 + x2 + x3 − 2 + (1−

x3)f(1, 2) + (1 − x2)f(1, 3) + (1 − x1)f(2, 3). It is easy to check these solutions are dual feasi-
ble for all f ∈ F3. For regions R2 to R4 (moderate probabilities), the details of the dual feasible
solutions are provided in Appendix A.6.

4. Let δ = 4f++(x) − 3f
+

(x). For regions R1 and R5, we need to verify δ ≥ 0 at each of the
extremal set functions E1 to E8 provided in Lemma 4.

(a) Region R1: Here f
+

(x) = x1f(1) + x2f(2) + x3f(3). For E1 = (0, 1, 0, 0, 1, 1, 0, 1), we
obtain:

δ = 4(θ++
1 (1) + θ++

1 (1, 2) + θ++
1 (1, 3) + θ++

1 (1, 2, 3))− 3x1

= 4(x1(1− x3) + x1(x3 − x2) + x1x2)− 3x1

= x1

≥ 0.

9
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Similar computations for E2 and E3 give δ = x2 ≥ 0 and δ = x3 ≥ 0. For E4 =
(0, 1, 1, 0, 1, 1, 1, 1), we obtain:

δ = 4(θ++
1 (1) + θ++

1 (2) + θ++
1 (1, 2) + θ++

1 (1, 3) + θ++
1 (2, 3) + θ++

1 (1, 2, 3))
−3(x1 + x2)

= 4((x1 + x2)(1− x3) + x1(x3 − x2) + x2(x3 − x1) + x1x2)− 3(x1 + x2)
= x1 + x2 − 4x1x2

≥ 0 [using I1 since x1 + x2 ≤ 1 in R1].

Similar computations for E5 and E6 give δ = x1 + x3 − 4x1x3 and x2 + x3 − 4x2x3 which
are nonnegative since x1 + x3 ≤ 1 and x2 + x3 ≤ 1 in region R1. For E7, we get:

δ = 4(θ++
1 (1) + θ++

1 (2) + θ++
1 (3) + θ++

1 (1, 2) + θ++
1 (1, 3) + θ++

1 (2, 3) + θ++
1 (1, 2, 3))

−3(x1 + x2 + x3)
= x1 + x2 + x3 − 4x1(x2 + x3)
≥ 0 [using I1 since x1 + x2 + x3 ≤ 1 in R1 and by setting α = x1 + x2, β = x3].

For E8, we get:

δ = 4(1
2θ

++
1 (1) + 1

2θ
++
1 (2) + 1

2θ
++
1 (3) + θ++

1 (1, 2) + θ++
1 (1, 3) + θ++

1 (2, 3) + θ++
1 (1, 2, 3))

−3(x1 + x2 + x3)
= 1

2(x1 + x2 + x3 − 4x1x2)
≥ 0 [using I1 since x1 + x2 ≤ 1 in conjunction with x3 ≥ 0].

Hence δ ≥ 0 for all f ∈ F3 and marginal probabilities defined by region R1.

(b) RegionR5: Here f
+

(x) = x1+x2+x3−2+(1−x3)f(1, 2)+(1−x2)f(1, 3)+(1−x1)f(2, 3).
For E1 = (0, 1, 0, 0, 1, 1, 0, 1), we obtain:

δ = 4(θ++
2 (1) + θ++

2 (1, 2) + θ++
2 (1, 3) + θ++

2 (1, 2, 3))− 3x1

= 4(x1(1− x3) + x1(1− x2) + x1(x2 + x3 − 1))− 3x1

= x1

≥ 0.

Similarly for E2 and E3, we get δ = x2 and δ = x3 which is nonnegative. For E4 =
(0, 1, 1, 0, 1, 1, 1, 1), we obtain:

δ = 4(θ++
1 (1) + θ++

1 (2) + θ++
1 (1, 2) + θ++

1 (1, 3) + θ++
1 (2, 3) + θ++

1 (1, 2, 3))− 3
= 4((1− x3)(x2 − x1) + x1(2− x3 − x2) + x2x3)− 3
= 4x1 + 4x2 − 4x1x2 − 3
≥ 0 [using I2 since x1 + x2 ≥ 1 in R5].

Similar computations forE5 andE6 give δ = 4x1+4x3−4x1x3−3 and 4x2+4x3−4x2x3−3
which are nonnegative since x1 + x3 ≥ 1 and x2 + x3 ≥ 1 in region R5. For E7, we get
δ = 4x2 + 4x3 − 4x2x3 − 3 which is nonnegative. Finally for E8, we get δ = 4x1 + 2x2 +
2x3 − 2x1x3 − 2x1x2 − 3 which is nonnegative from inequality I2 by setting α = x1 and
β = (x2 + x3)/2 where α+ β ≥ 1 for region R5.

The proofs for the remaining three regions R2 − R4 is a bit more involved and can be found in
Appendix A.6.
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Table 4: Pairwise independent distribution.
S θ(S)

∅
(

1−
∑n−1

i=1 xi

)
(1− xn)

{1} x1(1− xn)
{2} x2(1− xn)

...
...

{n− 1} xn−1(1− xn)
ALL OTHER S WITH n /∈ S 0

ALL S WITH n ∈ S θ(S)

For n = 3, consider the function f(S) = min(|S|, 1) with marginal probabilities x = (1/3, 1/3, 1/3).
Here f+(x) = 1 and F (x) = 19/27 which gives f+(x)/F (x) = 27/19 ≈ 1.421. Theorem 6
shows in contrast, the ratio f+(x)/f++(x) can never be larger than 4/3 ≈ 1.333 for all functions
f ∈ F3. This illustrates that even for f ∈ F3, the upper pairwise independent bound is closer to the
concave closure than the multilinear extension.

Lemma 7 Let f = f1 + . . . + fm : 2[n1+...+nm] → R+, where the set functions fi are monotone
submodular functions defined on disjoint ground sets of size ni ≤ 3. Then f+(x)/f++(x) ≤ 4/3
for all x ∈ [0, 1]n.

Proof The proof can be found in Appendix A.7.

4. Upper bound for general n, small x

Our technique of analysis for general n is based on a recent construction of a pairwise independent
distribution provided in Ramachandra and Natarajan (2021) that was shown to be optimal for the
function f(S) = min(|S|, 1). We will see in this section that this distribution suffices to prove the
4/3 upper bound when the marginal probabilities are small for all functions in Fn.

Theorem 8 [Ramachandra and Natarajan (2021)] For any x ∈ [0, 1]n, sort the values as 0 ≤
x1 ≤ . . . ≤ xn ≤ 1. Suppose

∑n−1
i=1 xi ≤ 1. Then there always exists a pairwise independent

distribution with the marginal probability vector x of the form shown in Table 4. Specifically, the
joint probabilities are given by: (a) θ(∅) = (1 −

∑n−1
i=1 xi)(1 − xn), (b) θ(i) = xi(1 − xn) for

all i < n, (c) θ(S) = 0 for all other S with n /∈ S, and (d) θ(S) ≥ 0 for all S 3 n such that∑
S:n∈S θ(S) = xn,

∑
S:i,n∈S θ(S) = xixn for i < n,

∑
S:i,j,n∈S θ(S) = xixj for all i < j < n.

This brings us to the following theorem.

Theorem 9 For any monotone submodular function f : 2[n] → R+ and any x ∈ [0, 1]n where 0 ≤
x1 ≤ . . . ≤ xn ≤ 1, under the assumption that

∑n−1
i=1 xi ≤ 1 and xn ≤ 1/4, f+(x)/f++(x) ≤

4/3.

11
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Proof To compute the lower bound on f++(x), we use the pairwise independent distribution pro-
vided in Theorem 8. This distribution is feasible when

∑n−1
i=1 xi ≤ 1 and was shown to be optimal

in Ramachandra and Natarajan (2021) for the set function f(S) = min(|S|, 1). For general func-
tions f ∈ Fn, from the non-decreasing property of f , we have f(S) ≥ f(n) for all S 3 n. This
implies that:

f++(x) ≥ f++(x) =
n−1∑
i=1

xi(1− xn)f(i) + xnf(n).

For the upper bound, we use the dual feasible solution λ0 = 0 and λi = f(i) for all i ∈ [n]. This is
dual feasible for the linear program in (2) for all functions f ∈ Fn and gives:

f+(x) ≤ f+
(x) =

n∑
i=1

xif(i).

Together we get

δ = 4f++(x)− 3f
+

(x)

≥ 4
n−1∑
i=1

xi(1− xn)f(i) + 4xnf(n)− 3
n∑
i=1

xif(i)

=
n−1∑
i=1

xi(1− 4xn)f(i) + xnf(n)

≥ 0 [since
∑n−1

i=1 xi ≤ 1 and xn ≤ 1/4].

For the function f(S) = min(|S|, 1) and x = (1/n, . . . , 1/n), the correlation gap f+(x)/F (x) ↑
e/(e − 1) as n ↑ ∞. Theorem 9 shows that in the regime of small marginal probabilities, for any
value of n, the maximum value of the ratio f+(x)/f++(x) is provably smaller. The next re-
sult shows that with identical marginal probabilities, it is possible to replace the conditions on the
marginal probability vector x in Theorem 9 with a slightly weaker condition and still obtain an
upper bound of 4/3.

Theorem 10 Assume xi = x ∈ [0, 1] for all i ∈ [n]. Then f+(x)/f++(x) ≤ 4/3 for any
monotone submodular function f : 2[n] → R+ with x ≤ 1/(n− 1).

Proof The proof can be found in Appendix A.8.

5. Conclusions and a conjecture

In this paper, we provided a new definition of correlation gap for set functions with pairwise in-
dependent random input and proved a 4/3 upper bound in several cases for monotone submodular
set functions. Specifically, the results in this paper in conjunction with Ramachandra and Natarajan
(2021) show that the bound of 4/3 holds in the following cases: (a) for f(S) = min(|S|, 1) for all
n and all x ∈ [0, 1]n, (b) for n = 2 and n = 3 for all f ∈ Fn and all x ∈ [0, 1]n, and (c) for small
values of x for all n and all f ∈ Fn. This brings us to the following conjecture:

Conjecture 11 For any monotone submodular function f : 2[n] → R+ and any x ∈ [0, 1]n, the
pairwise independent correlation gap satisfies f+(x)/f++(x) ≤ 4/3.
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Appendix A. Appendix

A.1. Examples for n = 2 where the correlation gap is unbounded

Let (f(∅), f(1), f(2), f(1, 2)) = (0, δ, 0, 0) and (x1, x2) = (ε, 1− ε). For any δ > 0, this function
is non-monotone submodular where f+(x) = δε and F (x) = δε2. As ε ↓ 0, f+(x)/F (x) ↑ ∞
(Rubinstein and Singla, 2017). Let (f(∅), f(1), f(2), f(1, 2)) = (0, 0, 0, δ) and (x1, x2) = (ε, ε).
For any δ > 0, this function is monotone but not submodular where f+(x) = δε and F (x) = δε2.
As ε ↓ 0, f+(x)/F (x) ↑ ∞.

A.2. Bound on f++(x)/F (x)

For monotone submodular functions, we have 1 ≤ f++(x)/F (x) ≤ f+(x)/F (x) ≤ e/(e − 1).
We construct an example where the ratio f++(x)/F (x) can be as large as f+(x)/F (x) and equal
e/(e − 1). Let f(S) = min(|S|, 1) with x = (1/n, . . . , 1/n). The value f+(x) = 1 is attained
by the distribution supported on n points where θ(i) = 1/n for all i ∈ [n] (all other probabilities
are zero). Furthermore F (x) = 1 − (1 − 1/n)n. Now consider a distribution supported on n + 2
points where θ(∅) = 1/n − 1/n2, θ(i) = 1/n − 1/n2 for all i ∈ [n] and θ([n]) = 1/n2. It
is easy to see this distribution is pairwise independent and the marginal probabilities are given by
x = (1/n, . . . , 1/n). Hence f++(x) ≥ 1 − 1/n + 1/n2 (Ramachandra and Natarajan, 2021). As
n ↑ ∞, we get f++(x)/F (x) ≥ e/(e− 1) and hence the bound is attained.

A.3. NP-hardness of computing f+(x) and f++(x)

The proof of the NP-hardness of computing f+(x) is provided in Agrawal et al. (2012) and Dughmi
(2009). The proof in Agrawal et al. (2012) can be extended to showing the NP-hardness of comput-
ing f++(x). The separation problem for the dual linear program in (3) is formulated as:

max
S⊆[n]

f(S)−
∑
i∈S

λi −
∑
i<j∈S

λij .

Given a graph G = (V,E), define for any S ⊆ V , the value f(S) as two times the number of
edges that have at least one end point in S. For each i ∈ V , let λi be the number of edges incident
to vertex i and set all λij values to be zero. Then the dual separation problem reduces to solving
a MAX CUT problem which is NP-hard. From the equivalence of separation and optimization,
computing f++(x) is in turn NP-hard.
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A.4. Proof of Lemma 4

The polytope F2 is given by the values of the vector (f(∅), f(1), f(2), f(1, 2)) satisfying the fol-
lowing linear constraints:

f(1) + f(2) ≥ 1, 0 ≤ f(1) ≤ 1, 0 ≤ f(2) ≤ 1, f(∅) = 0, f(1, 2) = 1.

The polytope F3 is given by the values of the vector (f(∅), f(1), f(2), f(3), f(1, 2), f(1, 3),
f(2, 3), f(1, 2, 3)) satisfying the following linear constraints:

f(1) + f(2) ≥ f(1, 2), f(1) + f(3) ≥ f(1, 3), f(2) + f(3) ≥ f(2, 3),
f(1, 2) + f(1, 3) ≥ f(1) + 1, f(1, 2) + f(2, 3) ≥ f(2) + 1,
f(1, 3) + f(2, 3) ≥ f(3) + 1, f(1) ≤ f(1, 2), f(2) ≤ f(1, 2),
f(1) ≤ f(1, 3), f(3) ≤ f(1, 3), f(2) ≤ f(2, 3), f(3) ≤ f(2, 3),
f(1, 2) ≤ 1, f(1, 3) ≤ 1, f(2, 3) ≤ 1, f(1) ≥ 0, f(2) ≥ 0, f(3) ≥ 0,
f(∅) = 0, f(1, 2, 3) = 1.

One can find all the extreme points of the polytope Fn by solving for every set of 2n linearly inde-
pendent active constraints. If the corresponding solution satisfies the remaining linear constraints
describing Fn, it is an extreme point of the polytope. For n = 2 and 3 it is easy to do this by enu-
meration. In practice this can also be verified by using the open source software polymake (Assarf
et al., 2017) which finds all the extreme points. For the polytopes F1

3 , F2
3 and F3

3 , we simply add
new inequalities to the set F3. It is straightforward to see that the extreme points E6, E5, E4 violate
some of these additional conditions and are thus excluded from E(F1

2 ), E(F2
2 ), E(F3

2 ) respectively.

A.5. Proofs of inequalities

Inequality I1 holds for values of α and β satisfying 1 ≥ α, β ≥ 0 and α+ β ≤ 1 since:

α+ β − 4αβ = (1− α− β)︸ ︷︷ ︸
≥0

(α+ β)︸ ︷︷ ︸
≥0

+ (α− β)2 ≥ 0.

Inequality I2 holds for values of α and β satisfying 1 ≥ α, β ≥ 0 and α+ β ≥ 1 since:

4α+ 4β − 4αβ − 3 = (3− α− β)︸ ︷︷ ︸
≥0

(α+ β − 1)︸ ︷︷ ︸
≥0

+ (α− β)2 ≥ 0.

A.6. Completing the proof of Theorem 6

For regions R2, R3 and R4 (moderate probabilities), we further partition of the set of functions as
F3 = F1

3 ∪F2
3 ∪F3

3 where these sets are defined in Lemma 4. We verify δ = 4f++(x)−3f
+

(x) ≥
0 over each region by using the pairwise independent distribution θ++

1 to evaluate f++(x) and

appropriate dual feasible solutions of the linear program (2) to evaluate f
+

(x). We use the following
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dual solutions:

For F1
3 :

(D1) (λ0, λ1, λ2, λ3) = (f(2)− f(2|3), f(1)− f(2) + f(2|3), f(2|3), f(3|2)),
(D2) (λ0, λ1, λ2, λ3) = (f(1)− f(1|3), f(1|3), f(2|3), f(3|1)),

For F2
3 :

(D3) (λ0, λ1, λ2, λ3) = (f(1)− f(1|3), f(1|3), f(2)− f(1) + f(1|3), f(3|1)),
(D4) (λ0, λ1, λ2, λ3) = (f(2)− f(2|3), f(1|3), f(2|3), f(3|2)),

For F3
3 :

(D5) (λ0, λ1, λ2, λ3) = (f(1)− f(1|2), f(1|2), f(2|1), f(3)− f(1) + f(1|2)),
(D6) (λ0, λ1, λ2, λ3) = (f(1, 2)− f(1|3)− f(2|3), f(1|3), f(2|3), f(1|3) + f(2, 3)− f(1, 2)),
(D7) (λ0, λ2, λ2, λ3) = (f(2)− f(2|3), f(1|2), f(2|3), f(3|2)).

It is easy to verify that these solutions are dual feasible for the specified F i3. For each region, we
make use of a combination of the dual feasible solutions shown in Table 5. We now complete the

Table 5: Dual feasible solutions selected for each region.
REGION DUAL FEASIBLE SOLUTION

R2 D1 IN F1
3 , D3 IN F2

3 , D5 IN F3
3

R3 D1 IN F1
3 , D4 IN F2

3 , D7 IN F3
3

R4 D2 IN F1
3 , D4 IN F2

3 , D6 IN F3
3

proof:

1. Region R2: For E1 = (0, 1, 0, 0, 1, 1, 0, 1), we need to check for each of the three cases with
f ∈ F1

3 , f ∈ F2
3 and f ∈ F3

3 by using the corresponding dual feasible solution from Table 5. In
each case, we get:

δ = 4(θ++
1 (1) + θ++

1 (1, 2) + θ++
1 (1, 3) + θ++

1 (1, 2, 3))− 3x1

= x1

≥ 0.

Similar computations for E2 and E3 for each of the three cases gives δ = x2 and δ = x3 which are
nonnegative. ForE4 = (0, 1, 1, 0, 1, 1, 1, 1), we need to check only for two cases where f ∈ F1

3 and
f ∈ F2

3 by using the corresponding dual feasible solution from Table 5. In each case, we obtain:

δ = 4(θ++
1 (1) + θ++

1 (2) + θ++
1 (1, 2) + θ++

1 (1, 3) + θ++
1 (2, 3) + θ++

1 (1, 2, 3))− 3(x1 + x2)
= x1 + x2 − 4x1x2

≥ 0 [using I1 since x1 + x2 ≤ 1 in R2].

The key here is that we do not need to verify any inequality at E4 for functions in F3
3 since it is not

an extreme point for this polytope (see Lemma 4). For E5, we obtain for both cases f ∈ F1
3 and

f ∈ F3
3 , δ = x1 + x3 − 4x1x3 which is nonnegative since x1 + x3 ≤ 1 in region R2. Again we do

not need to verify the inequality at E5 for F2
3 . For E6, for both the cases f ∈ F2

3 and f ∈ F3
3 , we

get δ = x2 + x3 − 4x2x3 which is nonnegative since x2 + x3 ≤ 1 in region R2. Here do not need

17



SUBMODULARITY AND PAIRWISE INDEPENDENCE

to verify the inequality at E6 for F1
3 . For E7 and each of the three cases with f ∈ F1

3 , f ∈ F2
3 and

f ∈ F3
3 by using the appropriate dual feasible solutions we get:

δ = 4(θ++
1 (1) + θ++

1 (2) + θ++
1 (3) + θ++

1 (1, 2) + θ++
1 (1, 3) + θ++

1 (2, 3) + θ++
1 (1, 2, 3))− 3

= 4(x1 + x2 + x3)− 4x3(x1 + x2)− 3
≥ 0 [using I2 since x1 + x2 + x3 ≥ 1 in R2].

For E8, in each of the three cases we have:

δ = 4(1
2θ

++
1 (1) + 1

2θ
++
1 (2) + 1

2θ
++
1 (3) + θ++

1 (1, 2) + θ++
1 (1, 3) + θ++

1 (2, 3) + θ++
1 (1, 2, 3))

−3(1
2x1 + 1

2x2 + 1
2x3)

= 1
2(4(x1 + x2 + x3 − x1x2)− 3(x1 + x2 + x3))

= 1
2(x1 + x2 + x3 − 4x1x2)

≥ 0 [using I1 since x1 + x2 ≤ 1 in R2 and x3 ≥ 0].

2. Region R3: For E1, E2 and E3 in each of the three cases with f ∈ F1
3 , f ∈ F2

3 and f ∈ F3
3

by using the dual feasible solutions from Table 5, we get δ = x1, δ = x2 and δ = x3 which are
nonnegative. For E4 = (0, 1, 1, 0, 1, 1, 1, 1), we have for f ∈ F1

3 and f ∈ F2
3 by using the specified

dual solutions δ = x1 + x2 − 4x1x2 which is nonnegative since x1 + x2 ≤ 1 in R3. Again we
do not need to verify the inequality at E4 for F3

3 . At E5, for both f ∈ F1
3 and f ∈ F3

3 , we get
δ = x1 + x3 − 4x1x3 which is nonnegative using I1 since x1 + x3 ≤ 1 in region R3. At E6, for
both f ∈ F2

3 and f ∈ F3
3 , we get from the dual solutions,:

δ = 4(θ++
1 (2) + θ++

1 (3) + θ++
1 (1, 2) + θ++

1 (1, 3) + θ++
1 (2, 3) + θ++

1 (1, 2, 3))− 3
= 4x2 + 4x3 − 4x2x3 − 3
≥ 0 [using I2 since x2 + x3 ≥ 1 in R3].

We do not need to verify the inequality at E6 for F1
3 . For E7 and E8, we get δ = 4(x1 + x2 +

x3) − 4x3(x1 + x2) − 3 and δ = 1/2(x1 + x2 + x3 − 4x1x2) which are nonnegative in R3 since
x1 + x2 + x3 ≥ 1 and x1 + x2 ≤ 1 (use I2 and I1).

3. Region R4: For E1, E2 and E3 in each of the three cases with f ∈ F1
3 , f ∈ F2

3 or f ∈ F3
3

by using the dual feasible solutions from Table 5, we get δ = x1, δ = x2 and δ = x3 which are
nonnegative. For E4, we have for f ∈ F1

3 and f ∈ F2
3 , δ = x1 + x2 − 4x1x2 ≥ 0 using I1 since

x1 + x2 ≤ 1 in this region. At E5, for both f ∈ F1
3 and f ∈ F3

3 , we get:

δ = 4(θ++
1 (1) + θ++

1 (3) + θ++
1 (1, 2) + θ++

1 (1, 3) + θ++
1 (2, 3) + θ++

1 (1, 2, 3))− 3
= 4x1 + 4x3 − 4x1x3 − 3
≥ 0 [using I2 since x1 + x3 ≥ 1 in R4].

At E6, for both f ∈ F2
3 and f ∈ F3

3 by using the appropriate dual feasible solutions, we get:

δ = 4(θ++
1 (2) + θ++

1 (3) + θ++
1 (1, 2) + θ++

1 (1, 3) + θ++
1 (2, 3) + θ++

1 (1, 2, 3))− 3
= 4x2 + 4x3 − 4x2x3 − 3
≥ 0 [using I2 since x2 + x3 ≥ 1 in R4].

ForE7 andE8, we get δ = 4(x1 +x2 +x3)−4x3(x1 +x2)−3 and δ = 1/2(x1 +x2 +x3−4x1x2)
which are nonnegative in R4 since x1 + x2 + x3 ≥ 1 and x1 + x2 ≤ 1 (use I2 and I1).
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A.7. Proof of Lemma 7

Proof For each i ∈ [m], f+
i (xi) = maxθi∈Θi

Eθi [fi(S)] where Θi is the set of joint distributions of
the random input with given marginal probability vector xi. To compute f+(x), we need to evaluate
maxθ∈Θ Eθ[

∑m
i=1 fi(S)] where Θ is the set of joint distributions of the entire random input with

the given marginal probability vector x = (x1, . . . ,xm). Note that since Θ is specified by the
marginals of the partitioned distributions, the maximum values can be computed individually for
each fi and summed up. Hence:

f+(x) =
m∑
i=1

max
θ∈Θi

Eθ[fi(S)] =
m∑
i=1

f+
i (xi).

Similarly for the upper pairwise independent extension, we have f++(x) =
∑m

i=1 f
++
i (xi). Fur-

thermore, f+
i (xi)/f

++
i (xi) ≤ 4/3 for all xi ∈ [0, 1]ni and ni ≤ 3 from Theorems 5 and 6.

Together this gives:
f+(x)

f++(x)
=

∑m
i=1 f

+
i (xi)∑m

i=1 f
++
i (xi)

≤ 4

3
.

A.8. Proof of Theorem 10

Proof With identical probabilities xi = x for i ∈ [n], the conditions in Theorem 9 reduce to
x ≤ min (1/4, 1/(n− 1)). With x ≤ 1/(n − 1), the proof belows shows that it is possible to do
away with the 1/4 bound. When n = 2, 3, 4 with x ≤ 1/4 or n ≥ 5 with x ≤ 1/(n − 1), the
result follows directly from Theorem 9 since x ≤ min(1/4, 1/(n − 1)). For n = 2, 3, the earlier
results in Section 3.2 subsume the identical marginal case and thus we only need to prove the result
for n = 4 with 1/4 < x ≤ 1/3. We can use the pairwise independent distribution from Table
4 to compute f++(x) for n = 4. The difference here is that due to the identical nature of the
marginal probabilities, it is easy to explicitly specify the distribution (see Table 6). This gives the

Table 6: Feasible pairwise independent distribution for n = 4 with identical marginals x ≤ 1/3

S θ(S)

∅ (1− 3x) (1− x)
{1} x(1− x)
{2} x(1− x)
{3} x(1− x)
{4} x(1− x)

{1, 2, 3, 4} x2

lower bound f++(x) = x(1− x)
∑4

i=1 f(i) + x2. Let a =
∑4

i=1 f(i). Note that by our definition
of a monotone submodular functions, we have 4 ≥ a ≥ 1. Hence 1/4 ≤ 1/a ≤ 1 and we can
partition the identical probability space (1/4, 1/3] into two regions R1 = {x : 1/4 < x ≤ 1/a}
and R2 = {x : 1/a < x ≤ 1/3}. If 1/a > 1/3, R2 is empty while R1 subsumes this condition
and it is thus sufficient to focus on the case when 1/4 ≤ a < 1/3. Next, to compute f

+
(x), we

consider the dual feasible solution λ0 = 1, λi = 0 for i = 1, 2, 3, 4 with f
+

(x) = 1. Along with
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the dual solution λ0 = 0, λi = 1 for i = 1, 2, 3, 4, we get an upper bound f
+

(x) = min (ax, 1),
so that exactly one of the two dual solutions will be chosen in each region R1, R2. Note that both
the dual solutions are feasible for all f ∈ F4 and hence it is sufficient to verify the inequality
4f++(x) − 3f

+
(x) = 4ax(1 − x) + 4x2 − 3 min(ax, 1) for all x ∈ R1 ∪ R2. For x ∈ R1,

4f++(x)−3f
+

(x) = 4ax(1−x)+4x2−3ax = ax(1−4x)+4x2 ≥ 1−4x+4x2 = (1−2x)2 ≥ 0

where we used the fact that 1−4x ≤ 0 and ax ≤ 1. For x ∈ R2, ax > 1 and 4f++(x)−3f
+

(x) =
4ax(1−x) + 4x2− 3 min (ax, 1) = 4ax(1−x) + 4x2− 3 ≥ 4(1−x) + 4x2− 3 = (1− 2x)2 ≥ 0
and the result follows.
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